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We have studied the free energy migration barriers �F ‡ for oxygen diffusion in pure ceria and Sm-doped
ceria for the temperatures 300, 700, and 1000 K. We used the density functional theory in the generalized
gradient approximation and an additional Hubbard U parameter for the Ce 4f electronic states. We compare the
results for the free energy deduced from three different methods. First, a static harmonic approach is applied in
which the temperature dependent vibrational contributions to energy and entropy are deduced from the phonon
frequencies of supercells with a fixed volume. Second, a static quasiharmonic approach is used in which a part of
the anharmonicity effect is introduced via an implicit dependence of the harmonic frequencies on the thermally
expanding cell volume. Third, the free energy barriers are calculated using metadynamics and molecular dynamics
in which anharmonicity effects are naturally taken into account. The three methods examined in this study lead to
distinctly different results. According to the harmonic approximation, the migration free energy difference �F ‡

increases with increasing temperature due to an increasing entropic contribution. According to the quasiharmonic
approximation, the migration free energy is independent of temperature. Finally, molecular dynamics predicts a
thermally induced increase in the migration free energy. We conclude that temperature dependent experimental
lattice constants cancel out the increasing entropic contribution with increasing temperature in the static
quasiharmonic approach. The full consideration of anharmonicity effects in the metadynamics method again
leads to a temperature dependent migration free energy.

DOI: 10.1103/PhysRevB.97.024305

I. INTRODUCTION

The simulations of activated processes, which play an
important role in chemistry and materials physics, have until
recently been limited to the static approach based on atomic
relaxations, sometimes followed by the analysis of the po-
tential energy surface near the relevant stationary points via
the harmonic approximation. However, the applicability of
the harmonic approximation is restricted, especially at high
temperatures [1–3]. More accurate schemes, in which the
relevant thermodynamic quantities, most prominently the free
energy, are computed by sampling the appropriate statistical
ensembles, have been developed as early as in the 1970s [4].
Yet, until recently, they were used only within the framework
of force field simulations. Although the computational power
commonly available today allows us to combine these ap-
proaches with the quantum-mechanical calculation of forces
[5], the applications to the “real-world” problems are still
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scarce and the old-fashioned static approach still dominates
the realm of computational chemistry and materials physics.

In this paper, we apply three methods differing in the
level of approximation to the transition state theory (TST) to
study the temperature-dependent free energy of migration or
migration free energy for defect diffusion in pure and doped
ceria (CeO2). The simplest of the methods that we examine is
a static approach in which all degrees of freedom of the crystal
are approximated by harmonic oscillators. We note that this
approach was applied in our previous work [6]. In the next
method, termed hereafter quasiharmonic approach, a part of
the anharmonic effects is taken into account via an implicit
dependence of the harmonic vibrational frequencies on the
volume of the supercell, which is expanded with temperature
[7–10]. Finally, we examine the molecular dynamics (MD)
approach in which no presumption on the type of degrees
of freedom is made and no a priori partitioning into vi-
brational, rotational, or translational degrees of freedom is
needed [11]. One possible strategy to overcome the time-
scale problem occurring in molecular dynamics of activated
processes, which are rare events, is the use of a bias potential
accelerating the movement along the reaction path [12,13].
The bias potential can be chosen in different ways [14–16].
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In this paper, we use the metadynamics method [17,18] as
implemented in the Vienna ab initio simulation package (VASP)
[19].

Doped ceria exhibits a high oxygen ion conductivity and
is a promising candidate for applications related to energy
conversion and storage, where pure cerium oxide itself does
not have a sufficient ionic conductivity [20]. Doping with lower
valent oxides, like rare-earth oxides, creates oxygen vacancies
resulting in a significant increase in oxygen ion conductivity.
In particular, doping with samarium oxide (Sm2O3) leads to
high conductivities as revealed by impedance spectroscopy
experiments [21]. The ionic conductivity in doped ceria is
investigated extensively by experimental methods [22]. Ad-
ditionally, pure and doped ceria have been the subjects of nu-
merous first-principles calculations [23–36] and kinetic Monte
Carlo (KMC) simulations [34–44] including the calculation
of the ionic conductivity and we review these results in our
upcoming paper [45].

Theoretically, the electronic structure of ceria has been
studied by density functional theory (DFT) using various
exchange-correlation potentials. An overview of studies of
this category is given by Loschen et al. [46]. It follows
from results of these studies that a reasonable choice of the
exchange-correlation potential seems to be the generalized
gradient approximation (GGA) combined with an additional
Hubbard U parameter [47], and the same approach is adopted
also in this work.

Entropic terms have been found to be crucial for ceria: the
catalytic application of ceria depends on its oxygen storage
capacity and the reduction of Ce4+ cations to Ce3+ cations.
Here, a large solid-state entropy of reduction can significantly
increase the performance as shown by Meredig and Wolverton
[48]. The entropy of reduction includes the electronic and
ionic configurational entropy of ceria [49,50], the vibrational
entropy of reduction [51], and the gas phase entropy. Naghavi
et al. report a large positive onsite electronic configurational
entropy, which arises from coupling between orbital and spin
angular momenta in the lanthanide f orbital, explaining the
excellent performance for high-temperature catalytic redox
reactions [52]. For surface diffusion, Capdevila-Cortada and
López report an entropic stabilization term for surfaces with
a high number of empty sites using DFT calculations and
molecular dynamics simulations [53].

The migration barrier of oxygen in ceria has been studied
by both experimental and theoretical methods. The experimen-
tally measured values of the activation barrier vary between
about 0.5 eV and 0.9 eV [6,33,54]. The theoretically predicted
migration barriers depend sensitively on computational details
such as the exchange-correlation functional, lattice constant,
the charged state of the migrating oxygen and the vacancy
concentration [55]. The computed migration barriers vary
roughly between 0.5 and 1 eV [6,31,35,56]. In cases where
the migration barriers change with the local environment like
in doped ceria, further steps are necessary to compare experi-
mental and theoretical results as discussed in our earlier work
[35].

This paper is organized as follows: the simulation methods
used in this work are introduced in Sec. II, the simulation details
are presented in Sec. III, the numerical results are presented in
Sec. IV, and a summary of the results is given in Conclusion.

II. COMPUTATIONAL METHOD

A. Rate constant

Assume that the activated process of interest can be driven
reversibly by changing the value of a continuous parameter ξ

(reaction coordinate), that is, in general, a function of Cartesian
coordinates r of all N atoms of the system. For simplicity,
let us further assume that the reactant state (R) is defined
by the condition ξ � ξb and the inequality ξ � ξb holds for
the product state (P). The dividing surface ξb is the value of
the reaction coordinate where the free energy barrier occurs.
Following Eyring’s transition state theory, the rate constant
�(T ) for the transition R → P at the temperature T can be
expressed by [57]

�(T ) = 〈ξ̇ θ (ξ̇ )δ(ξb − ξ (0))〉
〈θ (ξb − ξ )〉 , (1)

where ξ̇ is the generalized velocity associated with the param-
eter ξ , θ is the Heaviside step function, δ is the delta function,
ξ (0) is the value of ξ at time t = 0, and angular brackets
represent the NVT ensemble average. Next, we designate the
free energy minimum on the reactant’s side as ξa and rewrite
Eq. (1) as follows:

�(T ) = 〈|ξ̇b|〉
2

P (ξa)e− �Fa→b
kBT , (2)

whereby �Fa→b = −kBT ln{ 〈δ(ξb−ξ )〉
〈δ(ξa−ξ )〉 } is the reversible work

needed to shift the value of ξ from ξa to ξb, and the term
P (ξa) = 〈δ(ξa−ξ )〉

〈θ(ξb−ξ )〉 is the probability density of the state ξ (r) =
ξa within all reactant configurations. The former term can be
computed, e.g., using metadynamics, as discussed below, while
the latter contribution can be determined by straightforward
molecular dynamics simulation. Although, the term 〈|ξ̇b|〉 can
be determined analytically for certain choices of ξ , such as
Cartesian coordinates, in this work we rely on a more general
numerical solution via the formula [58]

〈|ξ̇b|〉 = 〈Z−1/2|ξ̇ |〉ξb

〈Z−1/2〉ξb

, (3)

where ξ̇ = ∑N
i=1

∑
μ=x,y,z

∂ξ

∂ri,μ
ṙi,μ, the term enclosed in 〈. . .〉ξb

is computed as a constrained average with ξ (r) = ξb and the
mass metric tensor is

Z =
N∑

i=1

1

mi

∑
μ=x,y,z

(
∂ξ

∂ri,μ

)2

. (4)

The rate constant can also be described by the Eyring-
Polanyi equation [59,60]:

�(T ) = kBT

h
e
− �F ‡

kBT , (5)

where �F ‡ is the migration free energy, which is in ex-
periments referred to as free energy of activation [61]. By
comparing Eq. (5) with Eq. (2), we find the relation between
�F ‡ and �Fa→b :

�F ‡ = �Fa→b − kBT · ln

(
h

kBT

〈|ξ̇b|〉
2

P (ξa)

)
. (6)
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The calculation of �F ‡ within the harmonic transition state
theory approach (hTST) and quasiharmonic approach to TST
(qhTST) are discussed in Sec. II D.

B. Metadynamics simulation

In metadynamics [17,18], a time-dependent bias potential
Ṽ (t,ξ ) is added to the Lagrangian L driving molecular dynam-
ics. The bias potential acts on a selected number of continuous
geometric parameters. The collective variables ξ (r) and the
Lagrangian for metadynamics can be written as

L̃(ṙ,r,ξ,t) = L(ṙ,r) − Ṽ [t,ξ (r(t))]. (7)

The bias potential is constructed by a sum of Gaussians of
heights q and widths w,

Ṽ [t,ξ (r(t))] = q

t/tG∑
i=1

exp

[
−|ξ (r(t)) − ξ (r(ti))|2

2w2

]
, (8)

where tG is a time increment for updating the bias potential.
It can be shown that in the limit of infinitesimal height q and
infinite time, the bias potential represents a negative image of
the free-energy profile and the free-energy difference between
the stable (a) and the transition state (b) can be obtained as

�Fa→b = − lim
t→∞(Ṽ (t,ξb) − Ṽ (t,ξa)). (9)

In practice, the negative of the bias potential accumulated
during a metadynamics run represents an approximation of the
true free energy profile. For more details about the method see,
for example, the work by Bussi et al. [62]

C. Partitioning of the free energy using molecular dynamics

Having determined the value of the collective variable
for the transition state (ξb) using metadynamics, the internal
energy of activation �U ‡ can be computed as follows:

�U ‡ = 〈Z−1/2E〉ξb

〈Z−1/2〉ξb

− 〈E〉R, (10)

where the first term on the right-hand side is the average energy
of the transition state computed using constrained molecular
dynamics with the value of ξ fixed at ξb. 〈E〉R is the average
energy of the reactant state computed using standard molecular
dynamics. The entropy of activation is then determined using
the following thermodynamic relation:

�S‡ = �U ‡ − �F ‡

T
. (11)

D. Harmonic and quasiharmonic approximation of the
transition state theory

Within the static approach combined with the harmonic
approximation, the Helmholtz migration free energy �F ‡ and
its electronic and vibrational contributions �F

‡
el and �F

‡
vib are

determined using the following formula:

�F ‡ = �F
‡
el + �F

‡
vib = �U

‡
el + �U

‡
vib︸ ︷︷ ︸

�U ‡

−T �S‡. (12)

The electronic energy contribution for a singlet state for all
systems discussed in this work is computed as the difference in

potential energy between relaxed potential energy saddle point
(b) and minimum (a):

�F
‡
el = �U

‡
el = Eel,b − Eel,a. (13)

Similarly, the vibrational contributions to entropy and in-
ternal energy for a system with three-dimensional periodicity
containing N atoms can be written as

�U
‡
vib = Uvib,b − Uvib,a,

�S
‡
vib = Svib,b − Svib,a,

(14)

with

Uvib,a(T ) =
3N−3∑
i=1

h̄ωi

(
1

2
+ 1

eh̄ωi/kBT − 1

)
,

(15)

Uvib,b(T ) =
3N−4∑
i=1

h̄ωi

(
1

2
+ 1

eh̄ωi/kBT − 1

)
,

and

Svib,a(T ) =
3N−3∑
i=1

[
h̄ωi

T

1

eh̄ωi/kBT − 1
− kB ln

(
1 − e

− h̄ωi
kBT

)]
,

Svib,b(T ) =
3N−4∑
i=1

[
h̄ωi

T

1

eh̄ωi/kBT − 1
− kB ln

(
1 − e

− h̄ωi
kBT

)]
.

(16)

In Eqs. (15) and (16), ωi is the harmonic vibrational
frequency of the ith vibrational mode, which is determined
only at the � point in this work. It can be shown by taking
the h → 0 limit of Eq. (15) that the classical value of �U

‡
vib

is −kBT . For the entropy, further contributions beyond Svib

are neglected in this work. We also note that whereas it holds
that the higher the frequency the greater the contribution to
the vibrational contribution to the internal energy, the opposite
is true for the vibrational entropy, which tends to infinity for
ω → 0 [see Eq. (16)].

Within the standard harmonic approximation, crystals do
not expand when the temperature is raised. Thermal expansion
of materials, on the other hand, leads to a significant variation
of the harmonic vibrational frequencies used in Eqs. (15)
and (16). The implicit dependency of harmonic frequencies
on the volume (or some other appropriate parameter) is
commonly used in the so-called quasiharmonic approaches to
introduce an anharmonicity effect into simulations [63]. In the
quasiharmonic approach (qhTST) used in this work, we use
the experimentally measured expansion coefficient of CeO2 to
select appropriate cell volumes for different temperatures (see
Sec. III A for details). For each such structure, the potential
energies of the minimum and the saddle point, as well as
the harmonic vibrational frequencies are determined, and
we exploit these quantities to compute the free energies of
activation via Eqs. (12)–(16).

III. COMPUTATIONAL DETAILS

A. Unit cell

Ceria CeO2 crystallizes in the cubic Fm3̄m fluorite
structure. In the harmonic approach, we use the lattice
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FIG. 1. 2 × 2 × 2 supercell of pure ceria (large green: Ce; small
red: O) with one oxygen vacancy used in our simulations. From the
neutral crystal Ce32O64, we have taken out one O2− at the position
(5/8;3/8;5/8) and created a charged unit cell (Ce32O63)2+ with an
oxygen vacancy (V••

O ). The diffusion path of V••
O is along the y axis

indicated by the black arrow. The diffusing oxygen Om is marked
yellow. The saddle point (transition state) is lying between the Ce
atoms Ce1 and Ce2 (“migration edge”). For the doped system, the Ce
atoms of the migration edge are replaced by Sm as sketched in Fig. 2.

constant obtained experimentally at room temperature, which
is a(300 K) = 5.411 Å [64], for all simulation temperatures.
The lattice constant, however, increases significantly with
increasing temperature; the linear thermal expansion coeffi-
cient of ceria is about α = 1.10 · 10−5 K−1 [65–68]. For the
temperatures of interest, one can deduce on the basis of the
experimental data the following values of the lattice parameter:
a(700 K) = 5.435 Å and a(1000 K) = 5.453 Å. These lattice
parameters are used in our quasiharmonic and molecular
dynamics simulations. We have chosen a 2 × 2 × 2 supercell
of the cubic Fm3̄m fluorite structure with one oxygen vacancy,
containing 95 atoms per unit cell, either (Ce32O63)2+ for pure
ceria or (Ce31SmO63)1+ and (Ce30Sm2O63) for the doped
systems. Indeed, ceria can be easily reduced to CeO2−δ . Here,
cerium ions Ce4+ are reduced to Ce3+ and oxygen vacancies
are created. In our earlier publications, we already investigated
the resulting formation of small polarons in reduced ceria
[51,56,69]. However, in this work, we focus on ceria containing
oxygen vacancies that are purely created by doping with lower
valent oxides according to Eq. (17). We consider the pure
ceria cell (Ce32O63)2+ as part of a larger cell of lightly doped
ceria, where the two Sm3+ dopants are so far away from the
vacancy that their effective interaction is negligible. Although
charge-neutral cells containing defects without adjustment
of the number of electrons would be preferable, the size of
such cells would have to be very large leading to enormous
computational times. Therefore charge-neutral cells with large
distances between defects are virtually divided into oppositely
charged cells. Charged cells are calculated by VASP assuming
a neutralizing background charge, which is a valid approach,
as shown in literature [70–73]. The supercell of pure ceria is
shown in Fig. 1. The same supercells are used for the molecular
dynamics and the static approach. We remark that doped ceria
is investigated for the infinitely diluted cases and hence it is

justified to use the lattice constant of pure ceria also for such
a system.

B. Electronic structure calculations

The density functional calculations were performed within
the generalized gradient approximation (GGA) according to
Perdew, Burke, and Ernzerhof [74] and the projector aug-
mented wave (PAW) method, [75] as implemented in the
Vienna ab initio simulation package (VASP) [76,77], which
was used throughout this work. The electronic wave functions
were expanded in a basis set of plane waves with a kinetic
energy cutoff of Ekin = 400 eV. A Hubbard U parameter
was employed to account for localized Ce 4f electrons. A
rotationally invariant approach [47] was used with an effective
U parameter of U = 5.0 eV for the 4f orbitals of cerium, as
recommended in literature [28,32–35,51,56,78–82].

Electronic calculations were carried out using a �-point
sampling of the first Brillouin zone of the cubic supercell.
Structural relaxations were conducted until the Hellmann-
Feynman forces acting on all atoms were smaller than
0.005 eV/Å. The transition state was determined using the
improved dimer method [83,84]. Phonon frequencies were
calculated using the finite difference method [85].

The semi-core/valence electrons 5s25p66s25d14f 1 of
cerium, (4f 5 core) 5s25p66s25d1 of samarium and 2s22p4

of oxygen are taken as band electrons. The band-structure cal-
culations show that the highest occupied valence states are the
2p-like states of oxygen and the lowest conduction states are
the 4f -like states of cerium as discussed in earlier publications
[25,33,78,86,87]. The position of the Fermi energy depends
on the chosen charge state of the vacancy. We assume the
following doping relationship:

Sm2O3
CeO2−−→ 2 Sm

′
Ce + V••

O + 3 Ox
O, (17)

and the charged vacancies V••
O are described by the unit

cells (Ce32O63)2+, (Ce31SmO63)1+, and (Ce30Sm2O63)0. For
all three systems, the Fermi energy is lying in the band gap
between the 2p-like states of oxygen and the 4f -like states of
cerium.

C. Molecular dynamics

The computational setup related to the calculation of ener-
gies and forces is identical in molecular dynamics simulations
and static calculations. Molecular dynamics simulations were
performed using a 2 fs integration time step. The simulation
temperature was controlled using a Nose-Hoover thermostat
[88,89]. The internal energy of migration or migration internal
energy was calculated using straightforward (initial state) or
constrained (transition state) molecular dynamics by averaging
the potential energy from at least 30 ps production runs, which
followed equilibration runs of 10 ps. We note that the mass
metric tensor [see Eq. (4)] associated with our choice of the col-
lective variable is a constant and hence the position-dependent
quantities can be computed from constrained averages directly
without any unbiasing. For the metadynamics calculations, we
use tG ≈ 50 time steps [see Eq. (8)]. In order to reduce the
simulation time of the metadynamics calculations, we used an
initial bias potential determined by fitting the potential energy
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FIG. 2. Assumed migration edge configurations in samarium-
doped ceria. Ce-Ce edge (left), Ce-Sm edge (middle), and Sm-Sm
edge (right). Cerium ions (green), samarium ions (blue), oxygen ions
(red spheres), and oxygen vacancies (red cubes).

profile from static calculations by five Gaussian functions.
The metadynamics parameters q and w [see Eq. (8)] were
initially set to the 0.01 eV and 0.02 Å. The value of q has been
reduced to at least 0.001 eV during the simulation in order
to improve the accuracy of the computed free energy profile.
The calculations were terminated when the difference between
the minimum and the maximum of −Ṽ (ξ ) was stable within
0.01 eV.

In Figs. 1 and 2, the diffusion path is indicated by arrows.
This path is parallel to the Cartesian y axis and, therefore, it is
natural to involve the y coordinates of atoms participating in
diffusion in the definition of the collective variable ξ . In this
work, the following form of ξ was used:

ξ (r(t)) = y(Om) − 1
2 [y(Ce1) + y(Ce2)], (18)

where y(Om) is the Cartesian coordinate y of the migrating
oxygen, yellow in Fig. 1, and y(Ce1) and y(Ce2) are the
Cartesian coordinates of the Ce ions at the migration edge,
labeled 1 and 2 in Fig. 1. It follows from symmetry that the
value of the collective variable in the transition state is ξb = 0 Å.
The reference state ξa has been identified as the minimum
on the free energy profile obtained from metadynamics. The
corresponding probability density P (ξa), which is needed to
determine �F ‡ [Eq. (6)], as well as the total energy of the
reactant 〈E〉R, which is used in calculations of �U ‡ [Eq. (10)],
have been obtained in a straightforward molecular dynamics
run.

IV. RESULTS AND DISCUSSION

We have calculated the free energy barrier for the oxygen
diffusion for the temperatures T = 300, 700, and 1000 K. All
simulations have been performed for the systems (Ce32O63)2+,
(Ce31SmO63)1+, and (Ce30Sm2O63)0. In Sec. IV A, we give
the results of the harmonic approach. These values will be
compared to the quasiharmonic approach in Sec. IV B. Finally,
the molecular dynamics studies are presented in Sec. IV C.

A. Harmonic approach

For a harmonic static approximation, which is the crudest
approximation to the transition state theory considered in this
work, the cell volume is kept constant at all temperatures (see
Sec. III A). The atomic relaxation of the ions for (Ce32O63)2+
shows that in the equilibrium state the migrating oxygen ion Om

is shifted from the equilibrium position in the ideal CeO2 lattice
by about 0.2 Å towards the oxygen vacancy. In the transition
state, the distance between Om and the migration edge Ce ions
is about 0.2 Å shorter than the Ce-O bonding distance in bulk

ceria in accordance with an earlier work. [6] The collective
variable ξ has a value of ξb ≈ 0 Å for the transition state
and ξa ≈ −1.1 Å for the initial state (Table III for 300 K).
The difference in the collective variable between initial and
transition state increases when the cerium ions are replaced by
samarium ions at the migration edge.

For the Ce-Sm edge, the migrating oxygen ion moves away
from the large Sm dopant in the transition state leading to a
curved migration path. As a result, the surrounding ions give
way for the displaced ions; in the same transition state, the
oxygen ions and cations next to the migrating oxygen ion
move away from the Sm dopant and move even further away
from the migrating oxygen ion. For the Sm-Sm edge, again
oxygen ions and cations next to the migrating oxygen ion and
the migration edge make room for both the migrating oxygen
ion and the migration edge cations. The relaxation around the
migrating oxygen ion is significantly stronger for the Sm-Sm
edge, where the largest electronic migration energy �U

‡
el,hTST

and migration entropy �S
‡
hTST can be found.

The migration free energies and different contributions to
this quantity determined using the harmonic transition state
theory are compiled in Table I. We note that our result for
�U

‡
el,hTST in pure ceria is 0.15 eV larger than the value

found earlier [78] for the same exchange-correlation potential.
This difference occurs, as the used electron configurations
are different. Nolan et al. [78] used (Ce32O63)0 instead of
(Ce32O63)2+ and two Ce neighbored to the oxygen vacancy
are reduced to Ce′

Ce. The values of �U
‡
el,hTST reported here

also moderately differ from our results published previously,
which is caused by a different computational setup [6].

For instance, we found that the increase of the plane-wave
cutoff from 400 to 500 eV or the increase of the number
of k-points mentioned in Sec. III C changes the values for
�U

‡
el,hTST by less than 0.002 eV, whereas the increase of the

unit cell from 2 × 2 × 2 to 3 × 3 × 3 decreases �U
‡
el,qhTST

by 0.04 eV. However, the introduction of the Hubbard U

parameter (U = 5.0 eV), which accounts for the localized
Ce 4f electrons, strongly increases �U

‡
el,hTST by 0.13 eV

at the same lattice parameter. In fact, a linear increase of
�U

‡
el,hTST as a function of the Hubbard U parameter can be

found between a Hubbard U parameter of 0 eV and 10 eV
in steps of 1 eV. Here, �U

‡
el,hTST increases by 0.02 eV per

1 eV increase in the Hubbard U parameter. For the vibrational
contributions to the free energy, no change in �U

‡
vib,hTST can

be found. The migration entropy �S
‡
hTST decreases linearly

with an increasing Hubbard U parameter between 0 eV and
5 eV by a factor of 0.5. For higher Hubbard U parameters
up to 10 eV, �S

‡
hTST is constant. The strong dependence of

the free energy on the Hubbard U parameter emphasizes
the importance of the choice of the Hubbard U parameter
if an exact absolute value for the free energy is desired
[32,35,46,51,56,82,90–95]. In qualitative agreement with our
previous results [6], the temperature-independent electronic
migration energy �U

‡
el,hTST increases significantly along the

Ce-Ce, Ce-Sm, and Sm-Sm series. A detailed discussion is
also provided in other literature [26,31,35].

The vibrational contribution to the migration internal en-
ergy (�U

‡
vib,hTST) roughly follows the expected trend: The
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KOETTGEN, SCHMIDT, BUČKO, AND MARTIN PHYSICAL REVIEW B 97, 024305 (2018)

TABLE I. Contributions to the migration free energy as functions of temperature in ceria and Sm-doped ceria obtained using the harmonic
approximation of the TST. The experimental lattice constants of pure ceria at 300 K are used, see Section 3.1. All electronic contributions are
calculated at zero temperature.

T �U
‡
el,hTST �U

‡
vib,hTST �U

‡
hTST �S

‡
hTST �F

‡
vib,hTST �F

‡
hTST

Migration edge (K) (eV) (eV) (eV) (meV/K) (eV) (eV)

Ce-Ce 300 0.70 −0.01 0.69 −0.08 0.01 0.71
700 0.70 −0.05 0.65 −0.17 0.07 0.77

1000 0.70 −0.08 0.62 −0.21 0.12 0.83

Ce-Sm 300 0.85 −0.02 0.84 −0.07 0.01 0.86
700 0.85 −0.06 0.80 −0.16 0.05 0.91

1000 0.85 −0.08 0.77 −0.19 0.11 0.96

Sm-Sm 300 1.19 −0.03 1.17 0.07 −0.05 1.14
700 1.19 −0.06 1.13 0.00 −0.06 1.13

1000 1.19 −0.09 1.11 −0.03 −0.06 1.14

absolute values increase with increasing temperature and the
deviations from the classical value −kBT (see Sec. II D)
decrease along the same direction. Hence, within the accuracy
of our calculations, the term �U

‡
vib,hTST is independent of the

presence of Sm atoms at the migration edge. The computed
zero-point energy (ZPE) is only 0.02 eV or less and hence
this contribution can be neglected in practice [6,96]. We shall
make use of this result in Sec. IV C where the molecular
dynamics simulations with neglected ionic quantum effects are
discussed.

The entropy term −T �S
‡
hTST takes typically a positive value

that is larger than the �U
‡
vib,hTST term and hence it contributes

to the increase of the migration free energy (�F
‡
hTST) with

increasing temperature predicted by our simulations. The
Sm-Sm system is anomalous in this sense: compared to the
Ce-Ce and Ce-Sm systems, the presence of heavier Sm atoms
leads to a softening of low-frequency vibrations in the tran-
sition state. This effect is evident from the inspection of the
computed vibrational density of states (VDOS, see Fig. 3):
while the VDOS computed for the initial state changes only
slightly when the Ce atoms at the migration edge are replaced
by two Sm atoms, the same substitution gives rise to a new
peak centered at 1 THz, which is not present in the initial state

(see right panel of Fig. 3). As the low-frequency modes are
the most significant contributors to the entropy (see Sec. II D)
[97], we observe an increased entropy of the transition state
and in turn also an increased �S

‡
hTST as compared to Ce-Ce

and Ce-Sm systems.

B. Quasiharmonic approach

The harmonic approximation discussed in Sec. IV A ne-
glects the thermal expansion of materials. However, thermal
expansion might be important especially if the target tem-
perature is very different from the temperature at which the
cell geometry has been determined. In the here-discussed
quasiharmonic approach, this problem is addressed. The quasi-
harmonic approach includes a part of the anharmonicity effect
via an implicit dependence of vibrational frequencies on the
cell volume [63]. We note that the cell volumes used for
all systems at T = 300 K are the same as those considered
in the harmonic approach, hence all low temperature results
presented in this section (Table II) are identical to those
discussed in Sec. IV A. The thermal expansion affects the
distances between the migration edge atoms only moderately:
these parameters increase by 0.04 Å in the initial state and
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FIG. 3. Harmonic vibrational density of states as a function of the frequency computed for the initial state (left) and the transition state
(right) of oxygen migration in the systems Ce-Ce, Ce-Sm, and Sm-Sm at 300 K.
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TABLE II. Contributions to the migration free energy as functions of temperature in ceria and Sm-doped ceria obtained using the
quasiharmonic approximation of the TST. The experimental lattice constants of pure ceria are used, see Sec. III A. All electronic contributions
are calculated at zero temperature.

T �U
‡
el,qhTST �U

‡
vib,qhTST �U

‡
qhTST �S

‡
qhTST �F

‡
vib,qhTST �F

‡
qhTST

Migration edge (K) (eV) (eV) (eV) (meV/K) (eV) (eV)

Ce-Ce 300 0.70 −0.01 0.69 −0.10 0.02 0.72
700 0.65 −0.06 0.59 −0.15 0.05 0.70

1000 0.62 −0.08 0.53 −0.18 0.10 0.72

Ce-Sm 300 0.85 −0.02 0.84 −0.07 0.01 0.86
700 0.81 −0.06 0.75 −0.16 0.06 0.86

1000 0.77 −0.08 0.69 −0.21 0.13 0.90

Sm-Sm 300 1.19 −0.03 1.17 0.07 −0.05 1.14
700 1.16 −0.06 1.10 −0.06 −0.02 1.14

1000 1.13 −0.09 1.04 0.14a −0.23a 0.90a

aFor the Sm-Sm edge at 1000 K, the transition state is significantly more sensitive to noise in the vibrational spectra, which results in strong
deviations in the vibrational data for this system.

0.03 Å in the transition state when the temperature is raised
from 300 to 1000 K (see Table S1 in Ref. [98]). The value
of the collective variable for the stable state, on the other
hand, is almost unaffected, as shown in Table III. We note
that the value of ξ = 0 Å in the transition state is fixed
by the symmetry. A significant effect of the expansion is
found for the term �U

‡
el,qhTST, which decreases with increasing

temperature (see Table II) and this correlation is approximately
linear for all systems. The variation of �U

‡
el,qhTST with tem-

perature is similar in magnitude to that of the temperature
dependent terms analyzed in Sec. IV A. Hence we conclude
that the electronic contribution to the temperature dependence
of the migration free energy, which is completely neglected
in the harmonic approach, is significant in the quasiharmonic
approach.

As shown in Fig. 4, the vibrational frequencies decrease
with increased temperature (redshift), which is a direct con-
sequence of the lattice expansion [99]. Taking this variation
in the vibrational spectra into account, it is remarkable that
the computed values of the term �U

‡
vib,qhTST (Table III) are

identical to those obtained using the harmonic approach. This
result can be understood as follows: As mentioned in Sec. IV A,
all systems are close to the classical behavior at high tem-

TABLE III. Positions of the free-energy minimum (ξ a) deter-
mined in the static quasiharmonic approach.

T ξa

Migration edge (K) ξa/a (Å)

Ce-Ce 300 −0.197 −1.07
700 −0.197 −1.06

1000 −0.196 −1.06

Ce-Sm 300 −0.204 −1.10
700 −0.204 −1.10

1000 −0.204 −1.10

Sm-Sm 300 −0.214 −1.16
700 −0.214 −1.16

1000 −0.215 −1.16

perature and hence the term �U
‡
vib simply approaches −kBT ,

regardless of the cell volume. Of course, the explanation of the
agreement between the harmonic approach and quasiharmonic
approach for the lowest temperature considered here, where the
most significant deviation from the classical behavior is to be
expected, is trivial. In this case, identical cell geometries are
used in both approaches and hence the results are the same.
As before, the zero-point energy contributes only 0.02 eV or
less to the migration free energy. An exception is the Sm-Sm
1000 K system for which the transition state is significantly
more sensitive to noise in the vibrational spectra. Compared
to the Ce-Ce or Ce-Sm edge at 1000 K, changes in the free
energy of the Sm-Sm 1000 K transition state are about 6–60
times larger if individual vibrational frequencies are changed
by 0.05 THz. Compared to the Ce-Ce or Ce-Sm edge at lower
temperatures, this change can be one order of magnitude larger.
Therefore, even a minor noise in the vibrational spectra results
in strong deviations in the vibrational data for the Sm-Sm
1000-K system. For phonon calculations with an increased
plane-wave cutoff of 500 eV, the migration free energies of the
Sm-Sm 300-K and 1000-K systems are similar.

The vibrational entropy decreases with temperature, which
is qualitatively the same result as obtained using the harmonic
approach. This quantity sensitively reflects changes in the
vibrational spectrum, especially in the low-frequency region.
The comparison of the quasiharmonic and harmonic results
does not suggest any obvious trend. As before, the Sm-Sm
system behaves anomalously at 1000 K, whereby the term
�S

‡
qhTST takes a large positive value and this problem is again

attributed to the presence of a very low frequency peak in the
VDOS for the Sm-Sm system, which is even redshifted at high
temperature (see Fig. 4).

Interestingly, the temperature dependent terms tend to
cancel each other largely and hence the migration free energy
computed using the quasiharmonic approach changes only
moderately with temperature and without any obvious trend.
In fact, the computed �F

‡
qhTST is in most cases not very

different from �U
‡
el,qhTST determined for 300 K. Hence the

quasiharmonic approximation is in contrast to the harmonic
approximation, which predicts a significant increase of �F

‡
TST
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FIG. 4. Temperature-induced shift of the vibrational density of states computed using the quasiharmonic approximation for the Sm-Sm
system: initial state (left), transition state (right).

with increasing temperature. In both cases, the Sm-Sm system
is exception from trend as it behaves anomalously at increased
temperature.

C. Molecular dynamics

The molecular dynamics based approach described in
Sec. II B represents the most sophisticated method to compute
free-energetics of activated processes examined in this study.
As in the quasiharmonic approach, the thermal expansion
of the lattice is taken into account but, in contrast to the

FIG. 5. Free energy profiles for the jump of a migrating oxygen
ion for the Ce-Ce edge for different temperatures, T = 300, 700,
and 1000 K. In the bottom figure, an excerpt of the upper data is
shown.

quasiharmonic approach, the harmonic approximation is lifted
and all atomic degrees of freedom are explicitly sampled. We
note that the quantum effects, particularly the zero-temperature
vibrations, are not taken into account in molecular dynamics
but as we have shown in Secs. IV A and IV B, these effects con-
tribute only negligibly to migration free energy at temperatures
considered in this study.

The free-energy profiles F (ξ ) determined by metadynamics
for the Ce-Ce edge, the Ce-Sm edge, and the Sm-Sm edge are
shown in Fig. 5 as well as Figs. S1 and S2 in Ref. [98]. The posi-
tion of the free energy minimum changes with temperature only
moderately (Table IV), mostly as a consequence of the lattice
expansion. According to our calculations, the term �Fa→b,MD

[cf. Eq. (6)] is almost independent of temperature for all three
edges under consideration and varies with temperature only
within 0.02 eV (see Table V). A strong temperature dependence
is introduced into the free energy barrier via the term P (ξa),
which decreases with increasing temperature (see Table IV,
Fig. 6, and Figs. S3 and S4 in Ref. [98]). Although this
contribution is partly compensated by the velocity term 〈|ξ̇b|〉
monotonically increasing with temperature (see Table IV),
the overall effect is that the barrier �F

‡
MD increases for all

systems by 0.13 eV to 0.16 eV as the temperature is raised

TABLE IV. Computed values of quantities employed in the free-
energy calculations using molecular dynamics (see Sec. II in the main
text). We note that the free-energy profiles obtained in metadynamics
were symmetrized.

T ξa P (ξa) |ξ̇b|
Migration edge (K) (Å) (Å

−1
) (Å/fs)

Ce-Ce 300 −1.04 4.2 1.19
700 −1.05 2.8 1.82

1000 −1.09 2.4 2.18

Ce-Sm 300 −1.10 4.6 1.18
700 −1.10 3.1 1.80

1000 −1.11 2.6 2.15

Sm-Sm 300 −1.13 4.6 1.50
700 −1.13 3.2 1.75

1000 −1.14 2.6 2.11
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TABLE V. Contributions to the migration free energy deduced
from molecular dynamics as functions of temperature in ceria and
Sm-doped ceria. The temperature dependent experimental lattice
constants are used for the simulation, see Sec. III A.

T �U
‡
MD �S

‡
MD �Fa→b,MD �F

‡
MD

Migration edge (K) (eV) (meV/K) (eV) (eV)

Ce-Ce 300 0.69 −0.06 0.68 0.71
700 0.63 −0.17 0.65 0.75

1000 0.58 −0.26 0.66 0.84

Ce-Sm 300 0.84 −0.14 0.86 0.88
700 0.78 −0.24 0.85 0.95

1000 0.74 −0.27 0.84 1.01

Sm-Sm 300 1.17 0.18 1.10 1.12
700 1.14 −0.07 1.09 1.19

1000 1.09 −0.18 1.10 1.28

from 300 to 1000 K. This result is in a striking contrast to
our quasiharmonic approach analysis. Curiously, however, the
molecular dynamics results for the Ce-Ce and Ce-Sm systems
are surprisingly similar to those of our harmonic approach
calculations, where all anharmonic effects are completely
neglected. As expected from the results presented in Sec. IV A
and IV B, the migration free energy increases by about 0.2 eV
per substitution of a cerium ion at the migration edge by a
samarium ion.

The migration internal energy �U
‡
MD determined by molec-

ular dynamics is presented in Table V. For increasing temper-
ature, the migration internal energy follows the opposite trend
than �F ‡: the computed values decrease by 0.08 to 0.11 eV
when the temperature is increased from 300 to 1000 K. We
note that the numerical values of �U

‡
MD correlate with the

electronic contribution to the migration energy identified using
the harmonic and quasiharmonic approaches. When cerium
ions are replaced by samarium ions at the migration edge, the
term �U

‡
MD increases by a similar amount as �F

‡
MD.
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FIG. 6. Probability density for the reaction coordinate (ξ ) com-
puted for the reactant configuration of the Ce-Ce edge.

The migration entropies �S
‡
MD were computed as described

in Sec II C. Because the migration free energy �F ‡ and the
migration internal energy �U ‡ exhibit opposite thermal trends,
�S

‡
MD decreases to larger negative values with increasing

temperature as shown in Table V. This trend is in qualitative
agreement with the harmonic and quasiharmonic approach re-
sults, although the numerical values are significantly different
in most cases.

V. CONCLUSION

We investigated the free-energy migration barriers for the
oxygen diffusion in ceria and Sm-doped ceria by three different
methods: in the harmonic approach, static calculations for
the total energy and phonon analyses in harmonic approx-
imation are combined. The experimental lattice constant of
pure ceria at 300 K was used for all calculations. In the
quasiharmonic approach, thermal expansion was additionally
taken into account for both the static calculations and the
phonon analyses. In the metadynamics simulation, a bias
potential built on-the-fly is used to determine the free-energy
migration barrier. Again, thermally expanding experimental
lattice constants were considered.

Anharmonicity effects are treated differently by each
method. Going from the harmonic to the quasiharmonic ap-
proach, the anharmonicity effects associated with the thermal
expansion of the material are added. When shifting further
to molecular dynamics, the harmonic approximation is lifted
completely. However, zero-temperature vibrations are not
taken into account in the latter method, which contribute by
0.02 eV or less to the migration free energy according to the
quasiharmonic approach.

The migration free energies derived from all methods differ
significantly, especially at the highest temperature. Accord-
ing to the harmonic approximation, i.e., with a temperature
independent lattice parameter and therefore a temperature
independent electronic migration energy, the migration free
energy difference �F ‡ increases with increasing temperature
due to the entropic contribution. According to the quasihar-
monic approximation, the migration free energy is indepen-
dent of temperature. The main reason for the temperature
independence of the free energy is the cancelation between
the electronic migration energy contribution decreasing and
the −T �S

‡
qhTST term increasing with temperature. Finally, the

migration free energy computed using molecular dynamics
increases with increasing temperature.

A comparison to experimental data could help to verify
the best theoretical method. However, the scattering of ex-
perimental values of the apparent migration entropy extracted
from conductivity measurements is larger than the differences
in migration entropy between the theoretical methods [6,100].
Furthermore, nominal pure ceria in experiments still contains
very small amounts of impurities. As shown in our earlier
publication, even very small concentrations of dopants that lead
to strong dopant-oxygen vacancy-associates significantly in-
crease the apparent migration entropy, which is extracted from
conductivity measurements at temperatures below 1000 K [6].
Both reasons impede a comparison of the migration entropy
with experiments.
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From a practical point of view, static calculations and
phonon analyses are significantly less computationally de-
manding than molecular dynamics simulations. However,
static calculations fail for complex transition-state geometries
as shown in this work for the Sm-Sm edge at 1000 K. Here,
molecular dynamics is a more robust alternative.

The main aim of this work is to demonstrate that the
metadynamics procedure is a powerful tool to study diffusion
processes in oxides. Within this method, the restrictions of
the harmonic approximation, such as the presumed shape of
the potential energy surface and the decoupling of vibrational
modes, are lifted and by choosing appropriate collective
variables, even complex diffusion jumps can be taken into
account. The metadynamics procedure might even be useful
for amorphous systems if it is possible to define the initial and
final states clearly in terms of one or a few structure descriptors
or internal coordinates.
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